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Evaluation of one- and two-equation low-Re turbulence
models. Part I—Axisymmetric separating and swirling �ows
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SUMMARY

This �rst segment of the two-part paper systematically examines several turbulence models in the
context of three �ows, namely a simple �at-plate turbulent boundary layer, an axisymmetric separating
�ow, and a swirling �ow. The test cases are chosen on the basis of availability of high-quality and
detailed experimental data. The tested turbulence models are integrated to solid surfaces and consist of:
Rodi’s two-layer k–� model, Chien’s low-Reynolds number k–� model, Wilcox’s k–! model, Menter’s
two-equation shear-stress-transport model, and the one-equation model of Spalart and Allmaras. The
objective of the study is to establish the prediction accuracy of these turbulence models with respect
to axisymmetric separating �ows, and �ows of high streamline curvature. At the same time, the study
establishes the minimum spatial resolution requirements for each of these turbulence closures, and
identi�es the proper low-Mach-number preconditioning and arti�cial di�usion settings of a Reynolds-
averaged Navier–Stokes algorithm for optimum rate of convergence and minimum adverse impact on
prediction accuracy. Copyright ? 2003 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Turbulence closures based on one or two partial di�erential transport equations exist in vir-
tually every commercial general-purpose computational �uid dynamics (CFD) code today.
These models are built on the eddy-viscosity hypothesis, and as such lack representation
of turbulence anisotropy and Reynolds-stress relaxation in response to sudden changes in
the strain �eld. Despite these shortcomings, however, in most instances they are still pre-
ferred over higher-order Reynolds stress closures due to their substantially lower computa-
tional overhead. Initially, these eddy-viscosity models relied on wall functions for boundary
conditions at solid surfaces. These functions are based on the assumption of local equilibrium
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of turbulence, i.e. they assume the existence of a balance between the production and dissipa-
tion rates of turbulence. This assumption is often not valid, such as in unsteady �ows, in sepa-
rated boundary layers, or in instances where strong secondary �ows penetrate into the viscous
sublayer [1]. Signi�cant increases in computational power over the last decade has made more
re�ned resolution of the boundary layer practical. This, in turn, has allowed integration of the
turbulence transport equations to solid surfaces, circumventing the restrictions brought about
by the wall-function approach. Numerous ‘low Reynolds number’ turbulence models have
been developed that facilitate this process of integration to solid surfaces [2, 3]. It has been
suggested that as many as 60–100 nodes are needed across a boundary layer for proper numeri-
cal resolution with such turbulence models [4]. As more and more of these models are
incorporated into mainstream computational tools, it is important that systematic studies be
undertaken to establish their accuracy and minimum spatial-resolution requirements.
Five such turbulence models have been evaluated in the present study for prediction

accuracy, numerical robustness and computational e�ciency based on test cases ranging from
a two-dimensional equilibrium boundary layer to separated and swirling �ows. These turbu-
lence models consists of: the low-Re k–� model of Chien [5], the two-layer k–� model of Rodi
and his co-workers [6], the k–! model of Wilcox [7], the two-equation shear-stress-transport
model of Menter [8], and the one-equation eddy-viscosity model of Spalart and Allmaras [9].
The simulations contained in this study are presented in the order of increasing �ow com-
plexity. The �rst �ow consists of an equilibrium �at-plate turbulent boundary layer performed
as a baseline test case. The second test case is based on an axisymmetric annular di�using
�ow allowing evaluation of the turbulence models with respect to behaviour under adverse
streamwise pressure gradient and separated conditions. The third case involves an axisym-
metric swirling �ow and establishes the predictive accuracy of the turbulence models under
the e�ects of strong streamwise curvature. These test cases are then followed by signi�cantly
more complex, three-dimensional �ows associated with a vortex-generator jet and a di�using
S-duct, presented in Part II of this study.

2. NUMERICAL TECHNIQUE

2.1. Algorithm

A general-purpose Navier–Stokes solver developed by the �rst author of this work has been
used in the simulations. The algorithm is based on the solution of the Navier–Stokes equations
expressed in integral, strong-conservation-law form:∫

#
(Qt + Ex + Fy +Gz) d#=0 (1)

where the subscripts indicate derivatives and,

Q=



�

�Vx
�Vy
�Vz


 ; E=




�Vx
�V 2x + p− �xx
�VxVy − �xy
�VxVz − �xz


 ; F =




�Vy
�VxVy − �yx
�V 2y + p− �yy
�VyVz − �yz


 ; G=




�Vz
�VxVz − �zx
�VyVz − �zy
�V 2z + p− �zz



(2)
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with
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(3)

and similarly for the remaining normal and shear stresses.
Although the algorithm has been developed for the prediction of both incompressible and

compressible �ows, the present description is given for incompressible �ows in keeping with
the nature of the present simulations. Discretization in space is based on a vertex-centred �nite-
volume scheme using a structured grid of quadrilateral (hexahedral in three-dimensional space)
cells [10]. In this approach, the conserved variables are stored at the vertices of the grid cells,
and the faces of the control volume associated with a vertex are formed by connecting the
centroids of the quadrilaterals surrounding the vertex to the midpoints of the edges passing
through the vertex. Both convective and di�usive �uxes are calculated at the vertices and
are interpolated to the control-volume faces. The spatial gradients appearing in the di�usive
�uxes at a vertex are obtained by applying Gauss’ divergence theorem to the control volume
surrounding the vertex.
On a uniform grid, the interpolation of the �ux terms outlined above is equivalent to

centred di�erencing, yielding second-order discretization accuracy. Except for very low grid-
cell Reynolds numbers, such treatment of convective �uxes is well-known to cause instability
and requires inclusion of an arti�cial dissipation term into the governing equations. This
arti�cial dissipation term, D(Q), is traditionally constructed from second- and fourth-order
di�erences of the conservation variables in all grid directions [11], i.e.∫

#
(Qt + Ex + Fy +Gz) d#− (D(2)� −D(4)� +D(2)� −D(4)� +D(2)� −D(4)� )Q=0 (4)

where subscripts �; �; � denote the three grid directions of the structured grid. For instance
considering the � direction,

D(2)� Q=∇�((��)i−1=2; j; k(��)(2)i−1=2; j; k)��Qi; j; k (5)

D(4)� Q=∇�((��)i−1=2; j; k(��)(4)i−1=2; j; k)��∇���Qi; j; k (6)

where i; j; k denote indices in the �; �; � grid directions, � is the spectral radius of the inviscid-
�ux Jacobian, and ∇�;�� are �rst-order forward and backward di�erencing operators in the �
grid direction. These operators need to be modi�ed at computational domain boundaries, and
the approach recommended by Swanson and Turkel [12] is adopted in the present algorithm.
�(2) and �(4) are scaling parameters for the dissipation terms. �(2) is assigned values such that
the D(2) term is activated only in regions of high pressure gradients:

(��)
(2)
i−1=2; j; k) = 	

(2) max((’�)i−1; j; k ; (’�)i; j; k) (7)

(’�)i; j; k =
∣∣∣∣ ��∇�pi; j; k
(4 +��∇�)pi; j; k

∣∣∣∣ ; 	(2) = 0:25 (8)
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and �(4) is quanti�ed using

(��)
(4)
i−1=2; j; k = max(0; 	

(4) − (��)(2)i−1=2; j; k); 	(4) = const: (9)

In absence of high pressure gradients, only the third-order accurate D(4) term is activated,
allowing the second order formal accuracy of the spatial discretization to be retained. Due to
low levels of local pressure gradients in the simulations presented herein, only the D(4) term
in�uenced the solution. The minimum value of 	(4) that allowed stable convergence will be
presented in later sections as part of the discussions of the test cases.
The spectral radii of the inviscid �ux Jacobian matrices are the common scaling parameters

for the arti�cial dissipation terms. Matrix valued scaling [13] results in less arti�cial di�usion
entering into the numerical solution, albeit at the expense of reduced convergence rates [14].
In the present algorithm the scalar method of scaling is chosen. For example, the (��)i−1=2; j; k
component is obtained from

(��)i−1=2; j; k =(|V�S�|+ ((c=a1)2 + V 2� )1=2|S�|)i−1=2; j; k (10)

where S� is the control volume surface facing the � grid direction, and c=a1 is a preconditioning
parameter, to be described later.
Discretization of the temporal derivative, Qt , appearing in Equation (1) is based on three-

point backward di�erencing, yielding second-order accuracy in time. An exception is the
�rst time increment which is based on a two-point scheme. At each real-time increment,
the discretized governing equations are then solved iteratively using pseudo-time stepping for
relaxation:

(Qtp#)i; j; k +
∫
#i; j; k

(Qt + Ex + Fy +Gz) d#−D(Qi; j; k)=0 (11)

For the steady-�ow simulations presented herein, the temporal derivative, Qt , was not
involved in the computations. The vector of conservation variables, Q, used in the pseudo-
time derivative, Qtp , is preconditioned to extend the range of applicability of the algorithm to
low Mach-number �ows.
The following form of preconditioning has been adopted which is similar to the one pro-

posed by Turkel [15]:
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(12)

where a1; a2; a3; a4 are constants, and c is a parameter which was scaled on the local �ow
velocity for the present simulations. The same value was assigned to the constants ai=1;4.
Variations were observed for the optimum value of this constant amongst the test cases
considered.
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The pseudo-time increments are adjusted locally to the maximum allowable value dictated
by convective and di�usive numerical stability limitations:

1
(�tp)i; j; k

¿
(
1
�tc

+
1
�td

)
i; j; k

=
(
��
Kc#

+
1

Kd#2
�(�+ �e)S2

)
i; j; k

(13)

where the summations are performed over the surfaces of the control volume. The values for
the constants Kc and Kd will be given later.
Marching in pseudo time is based on Runge–Kutta integration with explicit odd-numbered

and implicit even-numbered stages. Such implicit treatment of alternate stages is analogous to
the well-known implicit residual smoothing procedure [11] and enhances the stability margin of
the algorithm over the purely explicit approach. A modi�ed version of the Strongly-Implicit
Procedure of Stone [16, 17] is used for the implicit stages. For computational e�ciency,
the arti�cial dissipation terms are evaluated only during the odd-numbered stages. For the
simulations presented herein, two-stage Runge–Kutta integration was found to be su�cient
to damp-out the high frequency pseudo-transients. The coe�cients of both stages were set to
1.0.
Although the Runge–Kutta time integration process e�ciently removes high-frequency

errors during pseudo-time stepping, it is not e�cient in dealing with errors of relatively large
wave lengths. A multigrid scheme is used to deal with the longer wave lengths. The scheme is
based on Full-Approximation-Storage [18] utilizing V cycles with conservative area-weighted
interpolation during restriction and linear interpolation during prolongation. For the present
simulations, two levels of grids with two coarse-grid time increments per cycle was found to
provide the best trade-o� between rate of reduction of residuals and increased computational
e�ort due to the prolongation and restriction operations over each multigrid cycle. Due to
reduced spatial resolution on the coarse grid, the physical and arti�cial di�usion terms were
calculated on the �ne-grid level only.

2.2. Turbulence models

The turbulence models evaluated in the present study are Rodi’s two-layer k–� model [6],
Chien’s low-Reynolds number k–� model [5], Wilcox’s k–! model [7], Menter’s two-equation
shear-stress-transport model [8], and the one-equation model of Spalart and Allmaras [9].
These turbulence models were used in their standard con�gurations, with the various empirical
constants set to values proposed by their respective developers [19]. As such, the models are
not presented in detail here in the interest of brevity.
In the transport equations of turbulence, the discretization of the convective and di�usive

terms, and the formulation of arti�cial dissipation is the same as for the mass and momentum
conservation equations, described earlier. Point-implicit linearization of the source terms is
utilized for enhanced stability. The resultant equations are solved with the remaining governing
equations in a coupled fashion. Pre-conditioning of the pseudo-time derivative is not required
for the turbulence equations, hence the constant a appearing in the pseudo-time derivative
of the mass and momentum equations (see Equation (12)) is set to zero for the transport
equations of turbulence. A curvature correction term, Fcr, is introduced to account for the
e�ects of streamline curvature. The formulation of this term follows the recommendation of
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Hellsten [20]:

Fcr =
1

1 + Ccr
�
S

(
�
S

− 1
) (14)

where � is the magnitude of the local vorticity vector, S is a scalar measure of the local
strain rate tensor (=

√
2SijSij), and Ccr is a constant. The Fcr term multiplies the production

term of the eddy viscosity equation of the Spalart–Allmaras (SA) model, and the destruction
term of the transport equation for the turbulence dissipation rate in the remaining turbulence
models.
At wall boundaries, k, �̃, d�=dn and �̃e are set to zero. In the SST turbulence model, the

wall value of ! is determined using

!wall =
6
wall�
0:075y21

(15)

A value of 
wall = 10 was given by Menter [8], whereas Hellsten [21] suggested 1.25. Sensi-
tivity of the simulation results to the value of 
wall will be discussed in the context of �at-plate
boundary layer simulations.
In the k–! turbulence model, the wall value of ! is obtained from:

!wall =
U 2
� SR
�

(16)

where

SR=

{
(50=k+R )

2 k+R625

100=k+R k+R ¿25
(17)

The parameter k+R was calculated as per the recommendation of Hellsten [21] for smooth
walls:

k+R =2:4y
+0:85
1 (18)

3. SIMULATIONS OF A FLAT-PLATE BOUNDARY LAYER

The �at-plate turbulent boundary layer is expected to pose the least challenge to a turbu-
lence model due to the equilibrium state of the turbulence. As such, the relatively complex
turbulence models considered in this study are expected to perform well for this �ow. The
primary motivation for including this �ow into the study was to establish the baseline perfor-
mance of the models in question, and establish their sensitivity to spatial resolution, freestream
turbulence settings and numerical di�usion.

3.1. Computational domain, boundary conditions and iteration parameters

The simulations were conducted with a computational domain of 0:15m height, 2:1m length,
freestream velocity of 33 m=s, and a Reynolds number based on length (L) of 4:5× 106.
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A 0:1 m long ‘slip wall’ boundary was placed upstream of the plate leading edge. Both
the upper and aft boundaries of the computational domain were set as out�ow boundaries
with a �xed, spatially uniform static pressure. All �ow variables other than pressure were
extrapolated to the out�ow boundaries from within the computational domain. At the in�ow
boundary, uniform distributions of velocity, �ow direction and turbulence properties were
imposed and static pressure was extrapolated from the interior nodes.
The in�ow turbulence properties were set to: k=1:3× 10−3, �=7 for the k–� models of

Rodi and Chien; k=1:8× 10−6; !=100 for the k–! and SST models and �=0:77 for
the SA model. The predictions were con�rmed to be insensitive to small variations in these
in�ow settings of turbulence properties. The initial distributions of the turbulence parameters
throughout the computational domain were matched to these values at the in�ow boundary.
Rodi’s model was an exception to this, for it was observed that low initial values of k
resulted in convergence towards laminar �ow before arriving at the turbulent solution, which
increased the required computing time. Use of an initial value of k=0:11, corresponding to
�e=�=10, avoided this particular transient path. During the course of pseudo-time marching
to a steady state solution, it is plausible for the turbulence parameters to temporarily assume
negative values. This nonphysical behavior would likely cause divergence of the solution.
This problem was avoided by imposing lower limits on the turbulence parameters which, in
the present case, were matched to the turbulence speci�cations at the in�ow boundary. This
choice of lower limits prevented decay of freestream turbulence with downstream distance,
thereby providing homogeneous action of simulated freestream turbulence along the length of
the boundary layer.
For optimum rates of convergence to a solution, the arti�cial compressibility parameter,

c=a, was set to max[1:0 m=s; 1:4Vlocal]. Acceptable levels of convergence was feasible with
values up to max[1:0 m=s; 2:2Vlocal]. Calculation of convective and di�usive pseudo-time-step
limits were based on Kc=1:8 and Kd=0:5, and the arti�cial-di�usion parameter, 	4, was set
to 0.005.

3.2. Computational grid

The simulations were performed for several combinations of boundary layer cross-stream
resolution and y+1 values to establish sensitivity to these parameters. The �rst grid consisted
of 273 nodes in the streamwise direction with clustering towards the leading edge, and 129
nodes in the cross-stream direction with 82 of these nodes contained within the maximum
boundary layer thickness of 0:04 m at the trailing edge of the plate. The node count within
the boundary layer was determined on the basis of boundary layer edge location identi�ed
with an edge velocity that is 99% of the freestream value. The distance of the �rst node
from the plate surface corresponded to y+1 = 1:25 at x=L=0:6. This was the �nest grid tested,
and was chosen to suit the y+1 as well as boundary layer resolution requirements of all four
models based on the information available in the literature [20, 22, 23]. Subsequent grids were
reduced in resolution, and the distance of the �rst node from the wall was varied in an attempt
to identify the coarsest grid with the largest y+1 that provided Cf values within 5% of the
experimental data. The 5% threshold was chosen somewhat arbitrarily as a reasonable level
of accuracy for Cf in engineering analysis. The streamwise number of nodes in these coarser
grids was set to 97. Cross-stream resolution was reduced to 45 and 23 nodes, yielding 31
and 15 nodes, respectively, within the boundary layer thickness at the trailing edge of the
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plate. The distance of the �rst node from the wall was varied within these two coarse grid
resolutions. Values of approximately y+1 =3 and 5 were obtained at x=L=0:6.

3.3. Simulation results

In what follows, the predicted skin friction coe�cient distribution and the velocity pro�le
at x=L=0:6 are compared with the data of Wieghardt and Tillmann [24], whereas the data
compiled by Patel et al. [25] is used as a reference for the predicted k pro�le at the same
streamwise position. The band of variation in the k data compiled by Patel et al. is as large
as ± 25%. Thus, evaluation of the prediction accuracy for k is qualitative. The choice of
x=L=0:6 as the streamwise location for analysis of the results was arbitrary, and represents
the trends observed at other streamwise positions.
Predicted streamwise distribution of Cf and pro�les of streamwise velocity and turbulence

kinetic energy at x=L=0:6 are compared to experimental data in Figures 1–5. For the k–! and
SST turbulence models, the results are shown for two of the grids only, since the discrepancy
between the predicted and experimental Cf data was well beyond the 5% threshold with the
remaining grids. In the plots, symbols are included to correspond with node locations on
the prediction curves to provide a visual impression of the boundary layer resolution. Rodi’s
k–� model displays the least amount of dependence on boundary-layer resolution and y+1 ,
and is closely followed by the SA model in this respect. Both models produce reasonably
accurate results for the Cf and velocity distributions on the coarsest grid considered (y+1 =5 at
x=L=0:6; 15 nodes in the boundary layer at x=L=1:0). The SST and k–! models, on the other
hand, already yield prediction errors on the second �nest grid (y+1 =2:8 at x=L=0:6; 31 nodes
in the boundary layer at x=L=1:0) that are somewhat greater than those with the k–� and SA
models on the coarsest grid. These results were used as guidelines in the construction of the
grids in near-wall regions of the remaining test cases of this study. Convergence problems
were encountered with Chien’s k–� model, caused by excessive amounts of production of
turbulence energy at the leading edge. Rather than limiting the production of turbulence,
simulations with this model were based on a computational domain with an in�ow positioned
downstream of the leading edge of the plate. The in�ow boundary-layer pro�les of mean-�ow
and turbulence properties were obtained from the simulations with Rodi’s k–� model. For
convergence, it was necessary to adjust the lower limit of c=a from 1.0 to 15:0 m=s, and the
value of Kd from 0.1 to 0.5. As shown in Figure 5, the prediction accuracy is comparable to
those of other models. The Cf trend in close vicinity of the in�ow boundary is the result of a
slight error in polynomial representation of the in�ow velocity pro�le very close to the plate
surface. Interestingly, Chien’s k–� model is the only one that distinctly predicts the expected
peak in k near the wall, albeit only qualitatively. Due to problems encountered with this
model in the subsequent test �ows, optimization of spatial resolution was not attempted for
this model.

3.3.1. Sensitivity to arti�cial di�usion. In incompressible-�ow simulations, the fourth-order
arti�cial dissipation term, D(4), tends to be dominant since the pressure gradients are not
large enough to produce noticeable magnitudes for the second-order term. The e�ect of this
arti�cial dissipation term on the prediction accuracy was evaluated through simulations with
two di�erent values of the scaling coe�cient 	4 : 0:005 and 0.01. Di�erences were appar-
ent only on the coarser of the tested grids. This dependence of arti�cial dissipation on grid
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Figure 1. Flat-plate predictions based on Rodi’s k–� model—sensitivity to spatial resolution:
(a) Cf distribution; (b) velocity pro�le at (x=L=0:6); and (c) k pro�le at (x=L=0:6).

resolution is expected since node spacings dictate the distances over which the fourth-order
di�erence appearing in the arti�cial dissipation term is evaluated. Considering the close agree-
ment between di�erent grid resolutions in Figures 1–4 evaluated with 	4 = 0:005, this 	4 value
is deemed su�ciently low to prevent numerical di�usion from overshadowing physical trends.

3.3.2. Sensitivity to wall boundary conditions. Implementation of wall boundary conditions
for each of the turbulence models was described earlier. A key parameter in the calculation
of !wall for the SST model is 
wall. A value of 10 was proposed for this parameter by Menter
[8], whereas Hellsten [21] noted that an increase of 
wall above 1.25 tends to amplify the
dependence of the SST model predictions on grid resolution. Present simulations indicated the
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Figure 2. Flat-plate predictions based on the k–! model—sensitivity to spatial resolution:
(a) Cf distribution; (b) velocity pro�le at (x=L; =0:6); and (c) k pro�le at (x=L=0:6).

prediction accuracy to be very sensitive to changes in 
wall, with a value of 1.25 providing
the best results.

3.3.3. Sensitivity to freestream turbulence parameters. Simulations based on Rodi’s k–�
model with k=1:3× 10−3 and a range of � values from 1 to 100 in the freestream resulted
in essentially the same predictions of velocity and k distributions in the boundary layer. This
observation is in agreement with suggested values of freestream �e in the published literature
[8, 22].
For both the k–! and SST turbulence models, freestream values of !, k and �e were

systematically adjusted within the ranges of: !=100–5000; k=1:8× 10−6 to 1:8× 10−3 and
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Figure 3. Flat-plate predictions based on Menter’s SST model—sensitivity to spatial resolution:
(a) Cf distribution; (b) velocity pro�le at (x=L=0:6); and (c) k pro�le at (x=L=0:6).

�e=�=2× 10−4 to 1× 10−1. The only noticeable sensitivity was noted to be with respect to
the value of !, with a value of 100 appearing as the best choice for both turbulence models.
For the values of 100, 1000 and 5000 that were considered, the k–! model displayed notable
sensitivity to a change in ! from 100 to 1000, whereas variations in the predictions were
only evident between ! values of 1000 and 5000 with the SST model.
Finally, sensitivity of the predictions with the SA model to freestream eddy viscosity was

examined through variations of �= �̃e=� from 0.24 to 1.4, which corresponds to a �e=� range
of 1× 10−5 to 1× 10−2. The changes in the predicted velocity and Cf distributions were
negligibly small.

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 42:1293–1319



1304 M. I. YARAS AND A. D. GROSVENOR

Figure 4. Flat-plate predictions based on the SA model—sensitivity to spatial resolution:
(a) Cf distribution; (b) velocity pro�le at (x=L=0:6); and (c) � pro�le at (x=L=0:6).

4. SIMULATIONS OF SEPARATING FLOW IN AN ANNULAR DIFFUSER

The axisymmetric, separating, adverse-pressure-gradient �ow identi�ed as Case C.S0 by Driver
and Johnston [26] constituted the second test case of the present study. In this experiment,
Driver and Johnston used an annular di�user which was formed by aligning a cylinder lon-
gitudinally in a wind-tunnel test section with diverging walls. Boundary layer suction was
applied at the test section walls such that separation occurred on the cylinder surface only.
Prediction of the �ow in this test case is particularly challenging since the separation bubble
is not constrained in the axial direction.
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Figure 5. Flat-plate predictions based on Chien’s k–� model: (a) Cf distribution; (b) velocity pro�le at
(x=L=0:6); and (c) k pro�le at (x=L=0:6).

4.1. Computational domain

The size of the computational domain was minimized by prescribing a domain boundary at
the larger radius that followed a stream-surface rather than extending the domain to the test-
section walls. The shape of this stream-tube was de�ned on the basis of mass conservation.
Figure 6 gives a cross-sectional view of the resulting axisymmetric computational domain.
The computational domain was selected to be 1:26 m long. The distance (RS − R0) between
the surface of the inner cylinder and the outer slip-boundary ranged from a minimum of
0:037 m at the inlet to a maximum of 0:071 m in the region of separation.
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Figure 6. Computational domain used for Driver and Johnston’s C.S0 test case.

4.2. Computational grid

Grid dependence tests revealed that a minimum of 15 nodes were required in the boundary
layer for each of the four turbulence models. The maximum allowable value for y+1 was found
to be 5.0 for the SA and Rodi’s k–� models, while it had to be reduced to 1.3 for the other
models. These results are consistent with the observations in the �at-plate simulations. For
consistency, comparison of the predictions with di�erent turbulence models against experi-
mental data was based on a single grid that exceeds the minimum requirements of the most
stringent turbulence model. For this purpose, a conservative grid was designed consisting of
89 and 61 nodes in the streamwise and radial directions, respectively, with y+1 =1:28 and
about 40 nodes in the boundary layer at the in�ow boundary. The variation of cross-stream
clustering of the nodes with streamwise distance was chosen to ensure similar resolution of
the boundary layer elsewhere.

4.3. Boundary conditions and iteration parameters

Pro�les of velocity and turbulence quantities were speci�ed at the in�ow boundary. The ex-
perimental data corresponding to the location of the in�ow boundary of the computational
domain (x= − 0:457 m) were found to agree well with the pro�les of a simulated �at-plate
boundary layer with the same Re of 2760. Since the experimental pro�les were relatively
sparse, and not all of the turbulence quantities were part of the measured data set, the simu-
lated �at-plate boundary layer data were used to specify the in�ow boundary conditions. The
freestream velocity at the in�ow boundary was set to 30 m=s as per the experiments. The
values used for the turbulence quantities in the freestream portion of the in�ow boundary
were: k=1:3× 10−3, �=7 for the k–� models of Rodi and Chien; k=1:8× 10−6, !=100
for the k–! and SST models; and �=0:77 for the SA model.
At the out�ow boundary, the static pressure was set to a uniform value and all other �ow

properties were extrapolated from the interior of the computational domain. It is well known
that �xing of static pressure at an out�ow boundary results in re�ection of transient waves that
develop during pseudo-time marching. To reduce the extent of this re�ection, the following
boundary condition was used for the out�ow pressure, the compressible-�ow version of which
was originally proposed by Rudy and Strikwerda [27]:

@P
@tp

− �as @Vlocal@tp
+ �P(P − PBC)=0 (19)

where �P is a constant set to 1=8 for the present test case, PBC is the desired pressure value at
the out�ow boundary, and as, which is normally the speed of sound in a purely compressible
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Figure 7. Comparison of predictions with Driver and Johnston’s experimental data:
(a) Cp distribution; and (b) Cf distribution.

�ow solver, is evaluated as

as=
√
(Vlocal)2 + (c=a)2 (20)

to re�ect the preconditioned nature of the governing equations being solved by the present
algorithm. Although the use of this less re�ective out�ow pressure boundary in the C.S0
test case substantially reduced the magnitude of the pressure oscillations during pseudo-time
stepping, ultimate convergence to a solution was still not possible with two-grid-level multigrid
cycles. After a su�cient number of multigrid cycles to develop the overall velocity and
pressure �elds, single-grid iterations were needed to complete the solution. These convergence
di�culties encountered with this �ow were absent in the simpler �at-plate test case, as well
as the complex three-dimensional �ows to be discussed in sections that follow. Separating
�ows in di�using ducts, such as in the C.S0 test case, tend to be inherently unsteady. Even
if a steady state is achieved in a well-controlled environment, which seems to be the case in
Driver and Johnston’s experiments, this state may easily be perturbed by small disturbances.
The di�cult-to-control transient behaviour observed numerically during pseudo-time stepping
may be merely a re�ection of this nature of the �ow.
For optimum rates of convergence, the arti�cial compressibility parameter, c=a, was set to

max[10:0 m=s; 1:0 Vlocal], while the convective and di�usive time-step limits were determined
on the basis of Kc=1:8, Kd=0:1. The arti�cial dissipation parameter, 	4, was set to 0.005 as
per the �at plate simulations. Initial and lower threshold settings of the turbulence parameters
k, �, ! and �, were the same as those used in the �at plate simulations.

4.4. Simulation results

As noted in Figure 7(a), all models reproduce the correct pressure distributions upstream and
downstream of the separation bubble. The SA and SST models more accurately capture the
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Figure 8. Comparison of predicted velocity pro�les with Driver and Johnston’s experimental data:
(a) x=R0 = − 0:181; and (b) x=R0 = 0:726.

Figure 9. Comparison of predicted velocity pro�les with Driver and Johnston’s experimental data:
(a) x=R0 = 2:177; and (b) x=R0 = 3:266.

�at portion of the Cp curve in the separated region. However, calculations with all models
result in over-prediction of static pressure in the region of separation. Predictions of Cf are
shown in Figure 7(b). Separation is not predicted by Chien’s k–� model at all, and no �ow
reversal is captured by Rodi’s k–� model. The poor prediction of Cf by Chien’s model was
found to be related to periodic variations of streamwise velocity along the length of the
domain which prevailed along the �rst three grid lines next to the wall. Reduction of y+1
to 0.25 did not solve this problem. Similar Cf trends have been observed by Dudek et al.
[28] and Shih [29], which suggests that this may be a fundamental de�ciency of Chien’s k–�
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Figure 10. Comparison of predicted velocity pro�les with Driver and Johnston’s
experimental data (x=R0 = 4:354).

Table I. Predicted separation and reattachment points compared with Driver and
Johnston’s experimental data.

Location Experiment SA Rodi’s k–� k–! SST

Separation (x=R0) 0.6 −0:5 0.5 0 0.5
Re-attachment (x=R0) 3.2 4.4 0.5 1.7 3.1

formulation. Due to this problem, and the requirement of limiting the turbulence production
rate even for a �at-plate �ow, Chien’s k–� model was excluded from the remainder of this
study. As presented in Figures 8–10, Menter’s SST model is most successful in capturing the
trends in the velocity �eld followed by the SA and k–! models. Locations of separation and
reattachment, summarized in Table I, are also most accurately predicted by the SST model.
Predictions of k pro�les, shown in Figures 11–13, indicate a common trend for all models
to underestimate the peak value. This trend is consistent with the results obtained for the �at
plate boundary layer.

5. SIMULATIONS OF A CONFINED SWIRLING FLOW

The third test case was based on the experimental data of So et al. [30]. The �ow consists
of an annular swirling stream introduced into a circular pipe of D=0:125 m diameter in
conjunction with a non-swirling concentric jet of Dj=0:00873m diameter. The swirl number,
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Figure 11. Comparison of predicted k pro�les with Driver and Johnston’s experimental data:
(a) x=R0 = − 0:181; and (b) x=R0 = 0:726.

Figure 12. Comparison of predicted k pro�les with Driver and Johnston’s experimental data:
(a) x=R0 = 2:177; and (b) x=R0 = 3:266.

S, de�ned as

S=

∫ D=2

0
VxVtr2 dr

(D=2)
∫ D=2

0
V 2x r dr

(21)

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 42:1293–1319



ONE- AND TWO-EQUATION LOW-RE TURBULENCE MODELS. PART I 1311

Figure 13. Comparison of predicted k pro�les with Driver and Johnston’s
experimental data (x=R0 = 4:354).

was close to 2.25 just downstream of the swirl generator, which is indicative of a strongly
swirling �ow. The authors considered several variations of core-jet velocity and jet-to-swirl
ing �ow density ratios. For the present simulations, the data set corresponding to a core jet
velocity of Vj=25:4 m=s and a density ratio of 1.0 was used. In this instance, the core-jet
Reynolds number based on Dj and Vj was 1:44× 104. A laser-Doppler anemometer was used
to measure the axial and circumferential velocity components. Since the radial component of
velocity was not measured, it is not possible to establish the prediction accuracy of k with the
present turbulence models without making assumptions about the isotropy of the turbulence
�eld. The comparisons for this test case will therefore be limited to the mean velocity �eld.

5.1. Computational domain, boundary conditions and iteration parameters

Measurements were conducted by So et al. at several streamwise positions up to 40Dj down-
stream of the swirl-generating vanes. The computational domain was therefore selected to be
45Dj long, with the in�ow boundary placed at 1:0Dj away from the plane of the swirl gener-
ator, coinciding with the most upstream location for which measurements were available. At
the in�ow boundary, the velocity magnitude and direction were speci�ed as per the measure-
ments. The turbulence kinetic energy was determined from the measured Reynolds normal
stresses assuming the radial and circumferential normal stresses to be the same, since the
former quantity was not available. Radial distributions of axial and tangential mean velocity
components as well as k are shown in Figure 14. The solid curves indicate the polynomial
�ts that were used to represent the in�ow conditions for the computations.
In absence of experimental data for �, this quantity was determined using

�=
k3=2

0:2Dh
(22)
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Figure 14. Distributions of: (a) Vx, Vt ; and (b) k at x=Dj =1.

where Dh is the hydraulic diameter. This approach of evaluating � is common [31]. Various
methods for estimating � in jet �ows were evaluated by Nikjoo and Mongia [32], who found
Equation (22) to perform equally well as more elaborate alternatives. Upon establishing the
� distributions, determining the ! and �̃ distributions for use with the k–!, SST and SA
turbulence models is straight forward.
At the out�ow boundary the static pressure was �xed at one node. The cross-stream pressure

gradients and all other �ow properties were extrapolated from the interior of the domain.
Simulations with a longer computational domain (90Dj) con�rmed that such treatment of the
out�ow boundary did not have a non-physical in�uence at the most downstream position where
the predictions are compared to measurements (40Dj). In instances where the maximum swirl
velocity exceeds the average axial velocity, such is the case in the present �ow, a subcritical
state is reached in which the �ow tends to be highly sensitive to downstream disturbances
[33–35]. Chen and Lin [35], who simulated the �ow of So et al. as well, opted to prescribe the
axial velocity at the out�ow boundary to circumvent this problem. In the present simulations,
such over-speci�cation of the out�ow boundary conditions was not used, albeit at the expense
of signi�cantly reduced convergence rates.
For optimum rates of convergence, the arti�cial compressibility parameter, c=a, was set to

max[20:0 m=s; 3:2Vlocal], while the convective and di�usive time-step limits were determined
on the basis of Kc=1:8; Kd=0:1. The arti�cial dissipation parameter, 	4, was set to 0.005
as per the �at-plate and annular di�user �ows. Initial and lower threshold settings of the
turbulence parameters k; �; ! and �, were also the same as those used in these previous test
cases.

5.2. Computational grid

In mapping a structured grid consisting of hexahedral elements onto a circular geometry,
relatively signi�cant skewing of the elements is di�cult to avoid. This is clearly evident in
Figure 15(a) where substantial distortion of the elements is noted at four locations along the
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Figure 15. Computational grid in the cross-sectional plane for the con�ned swirling �ow:
(a) single-block grid; and (b) multi-block grid.

circumference of the circular cross section. Such skew may have both convergence and accu-
racy implications. An e�ective way to circumvent this problem while retaining the hexahedral-
structured characteristics of the grid is to use a multi-block structured grid, as shown in
Figure 15(b). The simulation results to be presented here were based on this multi-block grid
con�guration. The grid is divided into �ve blocks in the cross-sectional plane, with four even-
sized blocks surrounding a central block. In each of the four blocks surrounding the central
block, 41 and 29 nodes were used in the radial and circumferential directions, respectively.
The central block was discretized by 29 nodes in the two cross-stream grid directions. Radial
clustering of the nodes in the outer blocks was such that the number of nodes in the wall
boundary layer and the y+ value of the �rst node o� the wall met the minimum requirements
of the most stringent turbulence model as per the �at-plate and annular di�user test cases. In
the axial direction, 61 nodes were used in each block, and the nodes were distributed evenly
in light of the relatively low streamwise gradients in velocity and pressure prevailing in this
�ow.
A multi-block grid is clearly quite e�ective in adapting to complex geometries, and in

optimizing the node distribution. However, one ought to expect a reduction in the stability
bounds of an implicit algorithm when used on such a grid, since pseudo-time iterations take
place explicitly at the block level. For this reason, and for the relative simplicity of grid
generation, a single-block grid may be desirable in an industrial setting where turn-around
time is often equally important as accuracy. Selective simulations were performed with the
single-block grid con�guration shown in Figure 15(a) to investigate the impact of increased
grid skewness on accuracy and numerical stability. The grid contained 73 nodes in each
of the cross-stream grid directions and 61 nodes in the axial direction. The proximity of the
nodes adjacent to the duct wall is clearly not circumferentially uniform in this instance. Radial
clustering of nodes was set such that the largest y+1 remained within the range required by the
turbulence models in question. Simulations based on this computational grid did not converge

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 42:1293–1319



1314 M. I. YARAS AND A. D. GROSVENOR

Figure 16. Radial distributions of the tangential velocity component: (a) x=Dj =14; and (b) x=Dj =40.

to a solution due to numerical di�culties arising from the nearly collapsed cells located at
the four “corners” of the grid along the duct wall. Excluding 8× 8 blocks of nodes at these
locations from the computations resolved this problem. Deviation from a circular cross-section
caused by the exclusion of these cells from the computational domain was less than 0.1% of
the duct radius. Furthermore, this approach facilitated a more uniform distribution of y+1 along
the duct wall. The predicted �ow �eld with the grid was essentially the same as that based
on the multi-block grid, except for very slight thickening of the boundary layer on the duct
wall at the four “corners” of the grid. Thus, at least with the spatial discretization utilized
by the present algorithm, such skewed grids may be used with little penalty in prediction
accuracy.

5.3. Simulation results

The primary purpose of this test case was to examine the capabilities of the turbulence
models in capturing the e�ect of streamline curvature on the local turbulence. In absence
of measurements for the turbulence quantities used by the models, examination of the radial
redistribution of angular momentum with streamwise distance, as shown in Figure 16, is
deemed most e�ective in revealing the accuracy of the turbulence models in this respect.
All turbulence models are noted to yield excessive radial di�usive transport. In the case of

the k–� and SA models, the prediction accuracy is similar, and the �ow assumes a solid body
rotation at a rate signi�cantly higher than the measurements. In comparison, the SST model
is noted to yield very poor predictions of this tangential velocity �eld. It was not possible to
converge the k–! model to a solution without imposing upper limits on the eddy viscosity
and the production-to-dissipation ratio of turbulence. These limits had to be set to such low
values that they interfered with the natural development of the k and �� �elds. Hence, the
results for this turbulence model were deemed unreliable in this test case.
In an attempt to increase the prediction accuracy of the turbulence models, corrections

for streamline curvature included in the turbulence transport equations as described earlier
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Figure 17. E�ects of curvature correction on the tangential velocity �eld:
(a) x=Dj =14; and (b) x=Dj =40.

Figure 18. E�ects of curvature correction on the radial eddy viscosity
distribution: (a) x=Dj =14; and (b) x=Dj =40.

(Equation (14)), The results for the SA model with a series of values of the curvature/rotation
coe�cient, Ccr, within its applicable range are shown in Figure 17. A noteworthy improvement
is not evident in the tangential velocity distribution. Introduction of the curvature correction
does in fact reduce the eddy viscosity substantially, as shown in Figure 18. However, since
the radial variation of tangential velocity is linear over a large portion of the duct radius,
the reduction in the eddy viscosity does not a�ect the tangential velocity �eld to a signi�cant
extent. Similarly disappointing results were obtained with the SST and k–� models. In absence
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of con�rmed bene�ts of such curvature corrections, they were not used in the simulations of
the three-dimensional �ows that follow in Part II of this study.

6. CONCLUSIONS

In this segment of the two-part study, the low-Re k–� model of Chien [5], the two-layer
k–� model of Rodi [6], the k–! model of Wilcox [7], the two-equation shear-stress-transport
model of Menter [8], and the one-equation eddy-viscosity model of Spalart and Allmaras [9]
were evaluated for prediction accuracy, numerical robustness and computational e�ciency.
None of the models were based on wall-function boundary conditions, and the following
main conclusions are drawn based on comparison with experimental results for three �ows:

• All turbulence models were found to provide satisfactory development of the boundary
layer over a �at plate in terms of velocity and wall shear stress distributions. Only
Chien’s k–� model was able to reproduce the trends in the pro�le for turbulence kinetic
energy, albeit only qualitatively.

• All but Chien’s k–� model were fairly successful in capturing the surface pressure and
skin friction distributions in an axisymmetric separating �ow. A slight overprediction of
the static pressure in the separated zone was common for the models. Menter’s SST
model was the most successful in capturing the trends in the velocity pro�les followed
by the SA and k–! models; Rodi’s k–� model performed rather poorly in this respect.
Those models that solve for the turbulence kinetic energy, k, failed to capture the peak
k value in the boundary layer, which is consistent with the observations in the �at plate
boundary layer.

• In terms of minimum grid resolution requirements for both the �at plate and the axisym-
metric separating �ows, Rodi’s k–� and the SA models showed the best performance,
requiring a maximum of y+1 =5 and at least 15 nodes within the boundary layer for
acceptable prediction accuracy. The required minimum node count was about the same
for the k–! and SST models, whereas the upper limit for y+1 had to be set at about 1.3
for comparable accuracy.

• The prediction of a strongly swirling con�ned �ow was rather poor, with all tested
models (Rodi’s k–�, SST and SA models) signi�cantly overestimating the radial di�usive
transport. Amongst these models, the SST model yielded the worst prediction. Use of
streamline-curvature corrections in the turbulence transport equations had little impact on
the prediction accuracy.

NOMENCLATURE

a1 : : : a4 constants used in scaling the preconditioning parameter, c
as a parameter used in out�ow boundary speci�cation of pressure
c parameter used in the preconditioning of Q in the @Q=@tp term
Cf skin friction coe�cient (= �w=(1=2�refV 2ref ))
Ccr constant used in Fcr
Cp static pressure coe�cient
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D arti�cial dissipation operator; pipe diameter
Dj jet diameter
Dh hydraulic diameter
E; F;G convective+di�usive �ux vectors in the x; y and z directions, respectively
Fcr curvature=rotation correction function used in the turbulence models
i; j; k node indices in the �; �; � grid directions
Kc; Kd constants used in determining the convective and di�usive

pseudo-time-step limits
k turbulence kinetic energy (m2=s2)
k+R wall-roughness height normalized by �=U ,
L length of �at plate
n direction normal to a wall
Ni; Nj; Nk number of nodes in the i; j, and k grid directions, respectively
P pressure
PBC static pressure �xed at an out�ow boundary
Q vector of conservation variables
r; R radial co-ordinate
R0 hub radius in Driver and Johnston’s annular-�ow test section (= 70 mm)
Rs radius of the streamline forming the ‘outer’ boundary of the

computational domain in Driver and Johnston’s C.S0 test case
Re Reynolds number
Re Reynolds number based on the boundary layer momentum thickness
S surface area of control volume; swirl number; scalar measure of local

strain-rate tensor (=
√
2SijSij)

Sij strain-rate tensor
SR function used in obtaining wall value of ! in the k–! model
t time
tp pseudo-time
U x-velocity component
U� friction velocity (= (�w=�)1=2)
U+ streamwise velocity normalized by U�
V velocity vector; y-velocity component
Vj jet velocity (m=s)
Vlocal local velocity magnitude (m=s)
Vt cross-stream (tangential) velocity component
Vx x-velocity component
Vy y-velocity component
Vz z-velocity component
x; y; z cartesian co-ordinates
y1 perpendicular distance from wall to �rst grid node o� the wall
	(2); 	(4) constants used in the calculation of arti�cial dissipation
�p coe�cient used in out�ow pressure speci�cation

wall coe�cient used for !wall calculation in Menter’s SST turbulence model
� boundary layer thickness
�tc convective pseudo-time-step limit
�td di�usive pseudo-time-step limit
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� spectral radius of the inviscid �ux Jacobian
� kinematic viscosity
�e kinematic turbulence (eddy) viscosity
�̃e eddy-viscosity variable used in the Spalart–Allmaras turbulence

model= �e(�3 + 7:13)=�3

� dynamic viscosity
�e dynamic eddy viscosity

�
�̃e
�

� density
� viscous + Reynolds stress
�w wall shear stress
� magnitude of vorticity
�; �; � co-ordinates aligned with grid directions on a structured grid
� dissipation rate of turbulence kinetic energy (m2=s3)
�(2); �(4) scaling parameters used in the calculation of arti�cial dissipation
�̃ modi�ed turbulence dissipation rate used in Chien’s low-Re k–� model
! speci�c dissipation rate of turbulence kinetic energy (1=s)
# size of control volume

Subscripts

ref reference quantities used for non-dimensionalization
wall value on the wall
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